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Levinson’s Theorem for the Nonlocal Interaction in
One Dimension

Shi-Hai Dong1
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The Levinson theorem for the one-dimensional Schrödinger equation with both
local and the nonlocal symmetric potentials is established by the Sturm–Liouville
theorem. The critical case where the Schrödinger equation has a finite zero-
energy solution is also analyzed. It is shown that the number n+ (n2) of bound
states with even (odd) parity is related to the phase shift h+(0)[h2(0)] of the
scattering states with the same parity at zero momentum as

h+(0) 5 H(n+ 2 1/2)p noncritical case
n+p critical case

and

h2(0) 5 Hn2p noncritical case
(n2 1 1/2)p critical case

The problems on the positive-energy bound states and the physically redundant
state related to the nonlocal interaction are also discussed.

1. INTRODUCTION

The Levinson theorem (Levinson, 1949), important in nonrelativistic
quantum scattering theory, established the relation between the total number
nl of bound states with angular momentum , and the phase shift dl(0) of
the scattering state at zero momentum for the Schrödinger equation with a
spherically symmetric potential V(r) in three dimensions,
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dl(0) 2 dl(`)

5 H(nl 1 1/2)p when l 5 0 and a half-bound state occurs
nlp remaining cases

(1)

Newton (1960, 1977a,b, 1982) showed the first line in Eq.(1) for the case
where a half-bound state (zero-energy resonance) of the S wave occurs.

The Levinson theorem has been proved by several authors with different
methods and generalized to different fields (Levinson, 1949; Newton, 1960,
1977a,b, 1982, 1994; Jauch, 1957; Martin, 1958; Ni, 1979; Ma and Ni, 1985;
Ma, 1985a–c, 1996; Iwinski et al., 1985, 1986; Rosenberg and Spruch, 1996;
Liang and Ma, 1986; Poliatzky, 1993; Blankenbecler and Boyanovsky, 1986;
Niemi and Semenoff, 1985; Vidal and LeToureux, 1992; Kiers et al., 1996;
de Bianchi, 1994; Martin and de Bianchi, 1996; Portnoi and Galbraith, 1997,
1998; Bollé et al., 1986; Gibson, 1987; Lin, 1997, 1998; Buslaev, 1966;
Clark, 1983), including cases with the nonlocal interaction both in three
dimensions and in two dimensions (Ma and Dai, 1988; Dong et al., 1998c).

Recently, the direct or implicit study of the one-dimensional Levinson
theorem (de Bianchi, 1994; Jackiw and Woo, 1975; Newton, 1980, 1983,
1984; Baton, 1985; Aktosun et al., 1993, 1996, 1998a,b; Nogami and Ross,
1996; Eberly, 1965; van Dijk and Kiers, 1992) has attracted much more
attention than that of the two-dimensional one. Consequently, applying the
Sturm–Liouville theorem, which is essentially different from other methods
used to prove the Levinson theorem, we establish the one-dimensional Levin-
son theorem for the nonlocal interaction.

This paper is organized as follows. Section 2 establishes the Sturm–
Liouville theorem for the nonlocal interaction in one dimension. The corres-
ponding Levinson theorem is set up in Section 3. Some problems on the
positive-energy bound states and the physically redundant state associated
with the nonlocal interaction are discussed in Sections 4 and 5, respectively.

2. THE STURM–LIOUVILLE THEOREM

Throughout this paper the natural units " 5 1 and 2m 5 1 are employed.
Let us consider the one-dimensional Schrödinger equation with a local poten-
tial V(x) and a nonlocal potential U(x, x8), where both potentials are symmetric:

d 2 c(x)
dx2 1 [E 2 V (x)]c(x) 2 # U(x, x8)c(x8) dx8 5 0 (2)

where E denotes the energy of the particle and

V(2x) 5 V(x), U(2x, 2x8) 5 U(x, x8)

Introduce a parameter l for the potentials
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V(x, l) 5 lV(x), U(x, x8, l) 5 lU(x, x8) (3)

where the potentials V(x, l) and U(x, x8, l), when l increases from zero to
one, change from zero to the given potentials V(x) and U(x, x8). On introducing
the parameter l, the one-dimensional Schrödinger equation can be modified as

­2

­x2 c(x, l) 1 [E 2 V(x, l)]c(x, l) 5 # U(x, x8, l)c(x8, l) dx8 (4)

Since the potentials are symmetric, the eigenfunction can be combined
into those with a definite parity, which satisfy the following boundary condi-
tions at the origin:

c(o)(x, l).x50 5 0 for the odd-parity case

­c(e)(x, l)
­x Z

x50

5 0 for the even-parity case (5)

Therefore, we only need discuss the wave function in the range [0, `) with
the given parities.

It is well known that the mesonic theory of nuclear forces indicates that
the interaction between two nucleons is local at a great distance, but becomes
nonlocal if the two nucleons come closer. In order to simplify the expression,
it is assumed, following Martin (1958), that the nonlocal potential U(x, x8)
is real, continuous, symmetric, vanishing at large distance, and not too singular
at the origin (Chadan, 1958)

U(x, x8) 5 5
U(x, x8) 5 U(x8, x)
U(x, x8) 5 O(x21) at x , 0
U(x, x8) 5 0 when x $ x0

(6)

Generally, the local potential V(x) is real, continuous, and should not be too
singular at the origin and at infinity. We assume that V(x) satisfies

V(x) 5 HV(x) 5 O(x21) at x , 0
V(x) 5 0 when x $ x0

(7)

These two conditions are necessary for the nice behavior of the wave function
at the origin (Levinson, 1949) and the condition of the cutoff potential,
respectively. It has been proved that the local potential with a tail at infinity
will not change the essence of the proof (Dong and Ma, 1999) if it decays
faster than x22 at infinity. Consequently, the integral range in (4) is, in fact,
from 0 to x0, and the equation in the range [x0, `) becomes the case of a
free particle.
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As defined in our previous work (Dong et al, 1998a–c, 1999; Dong and
Ma, 2000), we only need one matching condition at x0, which is the condition
for the logarithmic derivative of the wave function (Yang, 1982)

A(E, l) [ H 1
c(x, l)

­c(x, l)
­x J

x5x02

5 H 1
c(x, l)

­c(x, l)
­x J

x5x01

(8)

Let us turn to the Sturm–Liouville theorem. Denote by c(x, l) the
solution of Eq. (4) corresponding to the energy E,

­2

­x2 c(x, l) 1 [E 2 V(x, l)]c(x, l) 5 # U(x, x8, l)c(x8, l) dx8 (9)

Multiplying Eqs. (4) and (9) by c(x, l) and c(x, l), respectively, and calculat-
ing their difference, we obtain

­

­x Hc(x, l)
­c(x, l)

­x
2 c(x, l)

­c(x, l)
­x J 1 (E 2 E )c(x, l)c(x, l)

5 c(x, l) # U(x, x8, l)c(x8, l) dx8 2 c(x, l) # U(x, x8, l)c(x8, l) dx8

(10)

From the boundary condition (5), integrating (10) in the range [0, x0] and
noting the symmetric property of U(x, x8), we obtain

1
E 2 E Hc(x, l)

­c(x, l)
­x

2 c(x)
­c(x, l)

­x J
x5x02

5 2#
x0

0

c(x, l)c(x, l) dx (11)

Taking the limit, we obtain

­A(E, l)
­E

5
­

­E 1 1
c(x, l)

­c(x, l)
­x 2

x5x02

5 2c(x0, l)22 #
x0

0

c(x, l)2 dx # 0

(12)

Similarly, from the boundary condition that when E , 0 the wave function
c(x, l) tends to zero at infinity, and when E 5 0, the derivative of the
function is equal to zero at infinity, we have
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­

­E 1 1
c(x, l)

­c(x, l)
­x 2

x5x01

5 c(x0, l)22 #
`

x0

c(x, l)2 dx . 0 (13)

Therefore, when E # 0, it is evident that both sides of Eq. (8) are monotonic
with respect to the energy E: as the energy increases, the logarithmic derivative
of the wave function at x02 decreases monotonically, but that at x01 increases
monotonically, which is the essence of the Sturm–Liouville theorem.

3. THE LEVINSON THEOREM

In order to establish the Levinson theorem for the nonlocal interaction,
we are now going to solve Eq. (4) in two ranges [0, x0] and [x0, `), and
match two solutions at x0. According to the condition (5), there exists only
one solution near the origin. For example, for the free particle (l 5 0), the
solution of Eq. (4) in the range [0, x0] is real and can be written as

c(e)(x, 0) 5 Hcos(kx) when E 5 k2 . 0
cosh(kx) when E 5 2k2 # 0

(14)

for the even-parity case, and

c(o)(x, 0) 5 Hsin(kx) when E 5 k2 . 0
sinh(kx) when E 5 2k2 # 0

(15)

for the odd-parity case.
In the range [x0, `), V(x) 5 U(x, x8) 5 0. For E . 0, there exist two

oscillatory solutions of Eq. (4) whose combination can always satisfy the
matching condition (8), so that there exists a continuous spectrum for E .
0. Suppose that the phase shifts h6(k, l) are zero for the free particles (l 5
0); we have

c(x, l) 5 Hcos(kx 1 h+(k, l)) for the even-parity case
sin(kx 1 h2(k, l)) for the odd-parity case

(16)

h6(k, 0) 5 0 when k . 0 (17)

Some remarks will be given here. First, the wave function in Eq. (16)
seems not to have a definite parity. In fact, the solutions (16) are only suitable
in the range [x0, `). The corresponding solutions in the range (2`, 2x0] can
be obtained according to the parity of the solution. For example, for the odd-
parity case, the solution in the range (2`, 2x0] is

2sin(k.x. 1 h2(k, l)) 5 sin(kx 2 h2(k, l))

Second, the solutions (16) for the even-parity case can be rewritten as
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sin(kx 1 h+(k, l) 1 p/2) (18)

The h+(k, l) 1 p/2 plays the same role in the even-parity case as h2(k, l)
in the odd-parity case. Therefore, we only need to establish the Levinson
theorem for the odd-parity case, and the Levinson theorem for the even-
parity case can be obtained by replacing h2(k, l) with h+(k, l) 1 p/2.

In the range [x0, `), the potentials V(x) and U(x, x8) are vanishing and
do not depend on l. However, the phase shifts h6 (k, l) depend on l through
the matching condition (8)

tan h2(k, l) 5 2tan(kx0)
A(E, l) 2 k cot(kx0)
A(E, l) 1 k tan(kx0)

(19)

for the odd-parity case, and a similar formula for the even-parity case can
be obtained by replacing h2(k, l) with h+(k, l) 1 p/2.

The h2(k, l) are determined from Eq. (19) up to a multiple of p due
to the period of the tangent function. Similar to our previous work, for
simplicity, we can define

h6(k) [ h6(k, 1) (20)

Since there is only one finite solution at infinity for E # 0, both for the
even-parity case and for the odd-parity case

c(x, l) 5 exp(2kx) when x0 # x , ` (21)

The solution satisfying the matching condition (8) will not always exist for
E # 0. Except for E 5 0, if and only if there exists a solution of energy E
satisfying the matching condition (8) does a bound state appear at this energy,
which means that there is a discrete spectrum for E # 0. The finite solution
for E 5 0 is a constant one. It decays not fast enough to be square-integrable
such that it is not a bound state if the matching condition (8) is satisfied.

In light of the Sturm–Liouville theorem, we now establish the relation
between the number of bound states and the logarithmic derivative A(0, l)
of the wave function at x 5 x02 for zero energy when the potential changes.
For E # 0, we obtain the logarithmic derivative at x 5 x01 from Eq. (21),

1 1
c(x, l)

­c(x, l)
­x 2

x5x01

5 H0 when E , 0
2k , 2` when E → 2`

(22)

On the other hand, when V(x) 5 U(x, x8) 5 0, the logarithmic derivative at
x 5 x02 can be calculated from Eqs. (14) and (15) for E # 0,
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A(E, 0) 5 1 1
c(x, 0)

­c(x, 0)
­x 2

x5x02

5 k tanh(kx0)

5 H0 when E , 0
k , ` when E → 2`

(23)

for the even-parity case, and

A(E, 0) 5 1 1
c(x, 0)

­c(x, 0)
­x 2

x5x02

5 k coth(kx0)

5 Hx21
0 when E , 0

k , ` when E → 2`
(24)

for the odd-parity case
It is evident from Eqs. (22) and (24) that there is no overlap between

two variant ranges of two logarithmic derivatives for the odd-parity case,
namely there is no bound state for the free particle in the odd-parity case.
However, there is one point of overlap from Eqs. (22) and (23). It means
that there is a finite solution at E 5 0 when l 5 0 for the even-parity case.
It is nothing but a constant solution. This solution is finite, but does not
decay fast enough at infinity to be square-integrable. It is not a bound state,
and is called a half-bound state, which will be discussed later.

Now, both for the even-parity case and for the odd-parity case, if A(0, l)
decreases across the value zero as l increases, an overlap between the variant
ranges of two logarithmic derivatives of two sides of x 5 x0 appears. From
the Sturm–Liouville theorem, the overlap means that there must exist one
and only one energy for which the matching condition (8) is satisfied, that
is, a bound state appears. From the viewpoint of node theory, when A(0, l)
decreases across the value zero, a node for the zero-energy solution of the
Schrödinger equation comes inward from the infinity, namely, a scattering
state changes to a bound state.

As l increases again, A(0, l) may decrease to 2`, jumps to `, and
then decreases again across the value zero, so that another overlap occurs
and another bound state appears. Note that when the zero point in the zero-
energy solution c(x, l) comes to x 5 x0, A(0, l) goes to infinity. It is not
a singularity.

Each time A(0, l) decreases across the value zero, a new overlap between
the variant ranges of two logarithmic derivatives appears such that a scattering
state changes to a bound state. At the same time, a new node comes inward
from infinity in the zero-energy solution of the Schrödinger equation. Con-
versely, each time A(0, l) increases across the value zero, an overlap between
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those two variant ranges disappears so that a bound state changes back to a
scattering state, and simultaneously, a node goes outward and disappears in
the zero-energy solution. The number n6 of bound states is equal to the times
that A(0, l) decreases across the value zero as l increases from zero to one,
subtracted by the times that A(0, l) increases across the value zero. It is also
equal to the number of nodes in the zero-energy solution. In the next section
we will show that this number is nothing but the phase shift at zero momentum
divided by p, i.e., h2(0)/p or h+(0)/p 1 1/2.

We should pay some attention to the critical case where A(0, 1) 5 0.
A finite zero-energy solution c(x, 1) 5 c in the range [x0, `) will satisfy the
matching condition (8) with the zero A(0, 1). Note that when A(0, 1) 5 0,
the wave function at x02, c(x0, 1), must be nonvanishing for the nontrivial
solution. The constant c is nothing but the nonvanishing value c(x0, 1). The
constant solution is not square-integrable so that it is not a bound state, and
is called a half-bound state. As l increases from a number near and smaller
than one and finally reaches one, if A(0, l) decreases and finally reaches the
value zero, a scattering state becomes a half-bound state, and no new bound
state appears. Conversely, as l increases to reach one, if A(0, l) increases
and finally reaches the value zero, a bound state becomes a half-bound state,
i.e., a bound state disappears. This conclusion holds for both the even-parity
case and the odd-parity case.

When l 5 0, the h6(k, 0) are defined to be zero. As l increases from
zero to one, h6(k, 0) for k . 0 change continuously.

For the odd-parity case, the h2(k, l) is calculated by Eq. (19). It is
shown that the phase shift h6(k, l) increases monotonically as the logarithmic
derivative A(E, l) decreases:

­h2(k, l)
­A(E, l) Z

k

5
2k cos2h2(k, l)

{A cos(kx) 1 k sin(kx)}2 # 0 (25)

The phase shift h2(0, l) is the limit of the phase shift h2(k, l) as k
tends to zero. Therefore, we are only interested in the phase shift h2(k, l)
at a sufficiently small momentum k, k ¿ 1/x0. For the small momentum we
obtain from Eq. (19)

tan h2(k, l) , 2(kx0)
A(0, l) 2 c2k2 2 x21

0 1 k2x0/3

A(0, l) 2 c2k2 1 k2x0
(26)

where the expansion of A(E, l) for small k is used, and

A(E, l) , A(0, l) 2 c2k2, c2 $ 0 (27)

which is calculated from the Sturm–Liouville theorem (12). In both the
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numerator and the denominator of Eq. (26) we included the next leading
term, which is only useful for the critical cases where the leading terms cancel.

First, it can be seen from Eq. (26) that, except for A(0, l) 5 0, tan
h2(k, l) tends to zero as k goes to zero, i.e., h2(0, l) is always equal to a
multiple of p except for A(0, l) 5 0. When A(0, l) 5 0, the limit h2(0, l)
of the phase shift h2(k, l) is equal to (n 1 1/2)p. It is not important for our
discussion except for A(0, 1) 5 0, which is called the critical case and will
be discussed later.

Second, for a sufficiently small k, if A(E, l) decreases as l increases,
h2(k, l) increases monotonically. Assume that in the variant process A(E, l)
may decrease through the value zero, but does not stop at this value. As A(E,
l) decreases, each time tan h2(k, l) for sufficiently small k changes sign
from positive to negative, h2(0, l) jumps by p. However, each time tan
h2(k, l) changes sign from negative to positive, h2(0, l) remains invariant.
Conversely, if A(E, l) increases as l increases, h2(k, l) decreases monotoni-
cally. As A(E, l) increases, each time tan h2(k, l) changes sign from negative
to positive, h2(0, l) jumps by 2p, and each time tan h2(k, l) changes sign
from positive to negative, h2(0, l) remains invariant.

Third, as l increases from zero to one, V(x, l) changes from zero to
the given potential V(x) continuously. Each time A(0, l) decreases from near
and larger than the value zero to smaller than that value, the denominator in
Eq. (26) changes sign from positive to negative and the remaining factor
remains positive, such that h2(0, l) jumps by p. Conversely, each time
A(0, l) increases across the value zero, h2(0, l) jumps by 2p. Each time
A(0, l) decreases from near and larger than the value x21

0 to smaller than
that value, the numerator in Eq. (26) changes sign from positive to negative,
but the remaining factor remains negative, such that h2(0, l) does not jump.
Conversely, each time A(0, l) increases across the value x21

0 , h2(0, l) does
not jump either.

Therefore, the h2(0)/p is just equal to the times A(0, l) decreases across
the value zero as l increases from zero to one, subtracted by the times A(0, l)
increases across that value. As discussed in the previous section, we have
proved that the difference of the two times is nothing but the number of
bound states h2, i.e., for the noncritical cases, the Levinson theorem for the
nonlocal interaction in one dimension for the odd-parity case can written as

h2(0) 5 n2p (28)

Fourth, we now discuss the critical case where the logarithmic derivative
A(0, 1) (l 5 1) is equal to zero. In the critical case, the constant solution
c(x) 5 c (c Þ 0) in the range [x0, `) for zero energy will match A(0, 1) at
x0. In the critical case, it is obvious that there exists a half-bound state both
for the even-parity case and for the odd-parity case. A half-bound state is
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not a bound state, because its wave function is finite, but not square-integrable.
As l increases from a number near and less than one and finally reaches
one, if the logarithmic derivative A(0, l) decreases and finally reaches, but
does not cross, the value zero, according to the discussion in the previous
section, a scattering state becomes a half-bound state when l 5 1. On the
other hand, the denominator in Eq. (26) is proportional to k2 such that tan
h2(k, 1) tends to infinity, i.e., h2(0, 1) jumps by p/2. Therefore, for the
critical case the Levinson theorem for the nonlocal interaction in one dimen-
sion becomes

h2(0) 2 p/2 5 n2p (29)

Conversely, as l increases and reaches one, if the logarithmic derivative
A(0, l) increases and finally reaches the value zero, a bound state becomes
a half-bound state when l 5 1, and h2(0, 1) jumps by 2p/2. In this case,
the Levinson theorem (29) still holds.

Finally, for the even-parity case, the only change is to replace h2(0)
with h+(0) 1 p/2. Therefore, the Levinson theorem for the one-dimensional
Schrödinger equation for the even-parity case can be written as

h+(0) 5 H(n+ 2 1/2)p for the noncritical case
n+p for the critical case

(30)

Note that for the free particle in the even-parity case, there is a half-
bound state at E 5 0. It is the critical case where h+(0) 5 0 and h+ 5 0.
Combining Eqs. (28)–(30), we obtain the Levinson theorem for the nonlocal
interaction in one dimension.

4. POSITIVE-ENERGY BOUND STATES

The question of the positive-energy bound state is of fundamental impor-
tance in theoretical nuclear physics and the subject has been of interest for
a long time (Gourdin and Martin, 1957; Martin, 1958; Beam, 1969; Bolsterli,
1969; Awin, 1991; Husain et al., 1985; Husain and Awain, 1984). It is well
known that, in the case with only a local interaction, the wave function and
its first derivative would never vanish at the same point except for the origin,
so there does not exist a positive-energy bound state. However, in the case
with a nonlocal interaction, Martin showed that the solution with an asymp-
totic form is not unique when the potential satisfies some conditions (Martin,
1958), i.e., there exists a positive-energy bound state with a vanishing asymp-
totic form. If a small perturbative potential is added such that the nonlocal
potential satisfies the conditions, a positive-energy bound state will appear
and the phase shift at this energy increases rapidly by almost p. This can be
seen explicitly in the examples given by Martin (1958) and Kermode (1976).
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It was pointed out by Kermode that the inverse tangent function is not
single-valued and it is physically more satisfactory to include a jump by p
to the phase shift at the energy E0, where a positive-energy bound state
occurs. Martin (1958) and Chadan (1958) defined the phase shift to be
continuous even at E0 so that an additional p will be included into d(0) 2
d(`) for each positive-energy bound state. This is their reason for modifying
Levinson’s theorem by the term sp, where s denotes the number of positive-
energy bound states. But according to the viewpoint of Kermode, the Levinson
theorem need not be modified.

However, the phase shift at zero energy in our convention does not
change, no matter which viewpoint is adapted, i.e., no matter whether the
phase shift jumps or not at the energy with a positive-energy bound state.
Therefore, the Levinson theorem for the nonlocal interaction in one dimension
holds for the cases where positive-energy bound states may occur.

5. REDUNDANT STATE

The resonating group model of the scattering of nuclei or other composite
systems derives an effective two-body interaction in which a nonlocal poten-
tial appears. There are some physically redundant states which describe Pauli-
forbidden states for the compound system, and the physical two-body states
must be orthogonal to these redundant states (Tamagaki, 1968). In three
dimensions, several authors (Saito, 1968, 1969; Okai et al., 1972; Englefield
et al., 1974) proposed a simple non-local term which guarantees the required
orthogonality, and verified that it was a good representation of the interaction.
If there is just one redundant state represented by the real normalized wave
function U(x), then the one-dimensional Saito equation is

d 2

dx2 c(x) 1 [E 2 V(x)]c(x) 5 U(x) #
`

0

U(s)1d 2

ds2 2 V(s)2c(s) ds

#
`

0

U 2(s) ds 5 1 (31)

and

E#
`

0

U(x)c(x) dx 5 0 (32)

The solution of (31) satisfies the orthogonality constraint except for that of
zero energy. Saito’s nonlocal potential is separable.

If the Schrödinger equation with only a local potential V(x) has a bound
state with a negative 2% , 0, the corresponding wave function is denoted
by c(x),
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d 2

dx2 c(x) 2 V(x)c(x) 5 %c(x), #
`

0

c(x)2 dx 5 1 (33)

It is obvious that U(x) 5 c(x) satisfies (31) with zero energy. Therefore,
it is a so-called physically redundant state. As far as the mathematical equation
(31) is concerned, the redundant state is one of the bound states with zero
energy.
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